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ABSTRACT

An artificial neural network model that estimates wood thermal conductivity under a wide range of
conditions of moisture content, temperature and apparent density was developed and tested with literature-
obtained experimental data. The optimal network was determined to consist of an input layer, three hidden
layers, and one output layer following the feed forward network structure and more specifically the
back-propagation algorithm. Each of the three hidden layers of the ANN consisted of eleven neurons. The
Neuralworks software package was used for the determination of the network structure and architecture,
and for the training and testing phase. The evaluation produced an R2 value equal to 0.9994 and a RMS
Error equal to 0.0123, thus proving that the developed ANN model is a reliable approach with powerful
predictive capacity towards the estimation of thermal conductivity and it can be used by researchers under
a wide range of conditions.

Keywords: Artificial neural networks, density, moisture content, temperature, thermal conductivity co-
efficient, wood.

INTRODUCTION

The knowledge of wood thermal properties is
essential when simulation and optimization of
processes such as air-conditioning in timber
buildings, heating of logs, and drying of timbers,
veneers, chips, and fibers are attempted. In re-
cent years, mathematical modeling and com-
puter-based numerical analysis have become the
main tools for understanding and predicting
wood drying phenomena where heat and mois-
ture diffusion coefficients are extensively used

in the calculation of fluxes and profiles (Keey
2000; Koumoutsakos et al. 2003).

Thermal conductivity coefficients along with
specific heat values are important parameters re-
quired to calculate thermal diffusivity. Of the
first two properties, specific heat is simpler to
measure than thermal conductivity from the ex-
perimental point of view since the latter usually
requires very elegant arrangement to avoid the
effect of internal moisture redistribution during
testing and its effect on the measure heat flux.
Thermal conductivity coefficients have been re-
ported in the past for various wood species and
as a function of density, temperature, moisture
content, and fiber direction (Chia et al. 1985;
Hendricks 1962; MacLean 1941; Maku 1954;† Member of SWST.
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Shida 1982; Steinhagen 1977; Suleiman et al.
1999; Wangaard 1943), with very little work
done in the area of developing models based on
wood anatomical and thermodynamic principles
(Cai and Chang 1995; Khattabi and Steinhagen
1993; Siau 1970, 1984; Suleiman et al. 1999).
Most of the models used nowadays are empirical
equations developed for above and below the
fiber saturation regimes as a function of mois-
ture content, specific gravity, and porosity (Siau
1995). It is thus imperative as a first step to
explore the modeling of wood thermal conduc-
tivity using theoretical rather than empirical
means by implementing sophisticated modeling
techniques like Artificial Neural Networks
(ANN) that will not be species specific, but
more universal such as depending on material
properties including chemical and anatomical
characteristics.

ANNs are highly complex nonlinear informa-
tion-processing systems, operating in a parallel
way and they consist of interconnected Process-
ing Elements (PE). These elements are called
neurons and they were inspired from biological
nervous systems (Picton 2000). They are ca-
pable of training from examples through itera-
tion without requiring a prior knowledge of the
relationships between process parameters.
ANNs learn to solve problems by adequately
adjusting the strength of the interconnections ac-
cording to the input data. They can also adapt
easily to new environments by training and they
can deal with noisy, vague, or probabilistic data
(Leondes 1998). An extensive description of
ANN background is given in Avramidis and Ili-
adis (2005). Figure 1 shows the general structure
of an ANN.

In this study, neural networks were evaluated
as predictors of thermal conductivity of wood by
comparing them to existing literature data. Fur-
thermore, MacLean’s empirical thermal conduc-
tivity equation for above and below 40% mois-
ture content (Siau 1995) and Siau’s transverse
model developed based on the analogy between
thermal and electrical circuits and the structure
of wood cells (Siau 1970, 1995) were also used
merely for comparison purposes.

METHODOLOGY

The experimental thermal conductivity (Kq)
data for wood used in this work were obtained
from published work by other researchers in the
field. The steady-state method was used to mea-
sure the Kq coefficients at various temperatures
(T), moisture contents (M), and with a variety of
wood species resulting in assorted densities (�)
and in the transverse direction. Experimental
data and reference sources can be found in Table
1. The strong dependency of Kq on the indepen-
dent variables is quite evident.

The MacLean empirical equations for the cal-
culation of Kq are the following:

Kq = G�0.2 + 0.0038M� + 0.024 for
M � 40% (1)

Kq = G�0.2 + 0.0052M� + 0.024 for
M � 40% (2)

where Kq is the transverse wood thermal con-
ductivity (W/m K), M is the moisture content
(%), and G is the specific gravity of wood [��/
(1 + 0.01M)] where � is the apparent wood den-
sity (kg/m3).

Another accepted method for the estimation
of Kq is Siau (1970) equation derived from the

FIG. 1. General architecture of an artificial neural net-
work. The dashed lines show that data may flow to both
directions.
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analogy between cell wall and electrical circuit
resistance,

1�Kq = �1 − ����0.651 − 0.609��
+ ���0.44�1 − �� + 0.042� (3)

Equation (3) is applicable only for values of M
below the fiber saturation point where � � √Va

and Va is the wood porosity calculated from,

Va = 1 − G�0.653 + 0.01M� (4)

The performance of an ANN is critically depen-
dent on the training data that must be represen-
tative of the task to learn (Callan 1999). Thus,

the first task was the accumulation of data that
are necessary for its training and testing. Since
the objective of this work was to model steady-
state thermal conductivity coefficients as a func-
tion of temperature, moisture content, and den-
sity, experimental data required were obtained
from past research reported in the literature. The
experimental thermal conductivity (Kq) data for
wood used in this work were obtained from pub-
lished work by other researchers in the field. The
steady-state method was used to measure the Kq

coefficients at various temperatures (T), mois-
ture contents (M), and with a variety of wood

TABLE 1. Experimental data and outputs from the ANN and the two empirical equations.

Wood species
T

(°C)
M

(%)
—

〈kg/m3)
Exp Kq

(W/m K)
ANN

(W/m K)
MacLean
(W/m K)

Siau
(W/m K) Reference

Ash, white 29 15.6 647 0.1742 0.2820 0.2180 0.1571 MacLean
Ash, white 29 91.1 917 0.3744 0.3834 0.3128 — MacLean
Aspen, bigtooth 29 12.1 460 0.1181 0.1180 0.1507 0.1163 MacLean
Birch, yellow 29 10.8 709 0.1714 — 0.2134 0.1685 MacLean
Douglas-fir 29 18.4 545 0.1397 — 0.1981 0.1357 MacLean
Hemlock, west 29 23.0 541 0.2736 — 0.2153 0.1368 MacLean
Maple, sugar 29 11.7 737 0.1397 — 0.2253 0.1760 MacLean
Maple, sugar 29 50.0 930 0.3110 — 0.3970 — MacLean
Oak, red 29 12.4 697 0.1944 0.2148 0.2176 0.1667 MacLean
Oak, red 29 60.3 898 0.3211 0.3507 0.3609 — MacLean
Oak, white 29 11.1 689 0.1973 — 0.2093 0.1640 MacLean
Oak, white 29 57.6 914 0.3729 — 0.3730 — MacLean
Pine, white 29 9.8 395 0.1109 — 0.1270 0.1037 MacLean
Cedar, west red 29 13.3 363 0.1051 — 0.1269 0.0988 MacLean
Redwood 29 11.7 436 0.1195 — 0.1430 0.1117 MacLean
Redwood 29 80.2 649 0.2722 — 0.2406 — MacLean
Spruce, engelman 29 13.0 396 0.1109 — 0.1355 0.1047 MacLean
Cedar, Japanese 0 0 294 0.0731 — 0.0828 0.0841 Shida
Cedar, Japanese 20 0 294 0.0778 — 0.0828 0.0841 Shida
Cedar, Japanese 40 0 294 0.0824 0.0680 0.0828 0.0841 Shida
Cedar, Japanese 60 0 294 0.0882 — 0.0828 0.0841 Shida
Cedar, Japanese 25 50.0 420 0.1219 — 0.2184 Shida
Cedar, Japanese 25 70.0 500 0.1567 — 0.2554 Shida
Beech, Japanese 0 0 622 0.1091 0.1025 0.1484 0.1422 Shida
Beech, Japanese 20 0 622 0.1149 — 0.1484 0.1422 Shida
Beech, Japanese 40 0 622 0.1219 — 0.1484 0.1422 Shida
Beech, Japanese 60 0 622 0.1283 — 0.1484 0.1422 Shida
Beech, Japanese 25 50.0 800 0.2032 0.1896 0.3942 — Shida
Beech, Japanese 25 70.0 920 0.2554 — 0.4498 Shida
Birch, silver 21 0 680 0.2140 — 0.1600 0.1542 Suleiman et al.
Birch, silver 21 0 473 0.1960 — 0.1186 0.1140 Suleiman et al.
Birch, silver 21 0 443 0.1770 0.1473 0.1126 0.1087 Suleiman et al.
Birch, silver 100 0 680 0.2500 — 0.1600 0.1542 Suleiman et al.
Birch, silver 100 0 473 0.2440 0.1979 0.1186 0.1140 Suleiman et al.
Birch, silver 100 0 443 0.2070 — 0.1126 0.1087 Suleiman et al.

Data “bold italics” were used in ANN testing whereas the other were used for ANN training.
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species resulting in assorted densities (�) and in
the transverse direction. The dataset with the
thirty-five experimental cases was divided ran-
domly in two subsets. Twenty-five cases were
used for the ANN training whereas ten cases
were chosen randomly to be used for its testing.
Experimental data of the two subsets and refer-
ence sources can be found in Table 1.

Once the experimental data were gathered,
and the pertinent values were calculated from
MacLean’s and Siau’s equations, the next step
involved the selection of an optimal configura-
tion for the ANN. The designer of an ANN
needs to choose an appropriate network model
and to specify a network topology. In order to
design and develop the proper ANN, the Neu-
ralworks Professional II/Plus (NeuralWare Inc,
PA) software was used. The Neuralworks Sys-
tem allows the user to easily generate over two
dozen of well-known network types and models,
or to design a custom one. It also provides the
designer with an extensive instrumentation
package that allows monitoring of the network’s
performance. The coefficient of determination
R2 of the linear regression line between the pre-
dicted values from the ANN model and the de-
sired output was used as a measure of perfor-
mance. Additionally two ANN instruments, the
Root Mean Square Error (RMS Error) and the
Confusion Matrix (a graphical instrument of
Neuralworks), were used to check its validity.

The RMS Error adds up the squares of the
errors for each PE in the output layer, divides by
the number of PEs in the output layer to obtain
an average, and then takes the square root of that
average hence the name “root square.” The Con-
fusion Matrix (CM) provides an advanced way
of measuring ANN performance during the
“learn” and “recall” phase. It allows the corre-
lation of the actual results of the ANN to the
desired results in a visual display (Neuralware
2001). It provides the user a visual indication of
how well the ANN is doing. The CM is roughly
akin to a scatter diagram, with the x-axis repre-
senting the desired output and the y-axis repre-
senting the actual output. The major difference
from a scatter diagram, however, is that the CM
breaks that diagram into a grid. Each grid square

is called a bin (Neuralworks 2001). Each output
from the probe points produces a count within
one of the bins. For example, if the probe points
produce an output of 0.7 and the desired output
is 0.5, the bin around the intersection of 0.7 from
the y-axis and 0.5 from the x-axis receives a
count. Counts are displayed by a bar within the
bin, and the bar grows as counts are received.
The bin that received the most counts is shown
at full height, while all other bins are scales in
relation to it. The CM instrument is also
equipped with a pair of histograms. The histo-
gram running across the top of the instrument
shows the distribution of the desired outputs.
The histogram along the right shows the distri-
bution of the actual outputs. Any actual outputs
lying outside the range of the instrument graph
are added to the top or the bottom bins along the
right. The network with the optimal configura-
tion must have the bins (the cells in each matrix)
on the diagonal from the lower left to the upper
right. Also the value of the vertical axis of the
produced histogram is the Common Mean Cor-
relation (CMC) coefficient of the desired (d) and
the actual (predicted) output (y) across the Ep-
och. The CMC is calculated by

CMC = ��di − d��yi − y�

���di − d�2��yi − y�2
(5)

where d =
1

E � di and y =
1

E � yi (6)

It should be clarified that d stands for the desired
values, y for the predicted values, and i ranges
from 1 to n (the number of cases in the data
training set), and E is the Epoch size which is the
number of sets of training data presented to the
ANN training cycles between weight updates.

RESULTS AND DISCUSSION

The determination of the ANN structure and
the selection of the appropriate models to be
used constituted the first task to be carried out.
Three variables were employed as inputs con-
cerning the wood T, M, and � and only one
variable as output, namely, the transverse Kq co-

Avramidis and Iliadis—WOOD THERMAL ANN 685



efficient of wood. After performing several
model tests, the Feed Forward Network Struc-
ture (FFNS) with input, output, and hidden lay-
ers varying from 1 to 3 was used in this work
(Gaupe 1997). In a FFNS, the flow of informa-
tion is all in one direction. In such networks
there are no feedback loops from a PE to a pre-
vious one (Bishop 1994; Hornik et. al. 1989).
Standard Back-Propagation Algorithm (BPA)
and Tangent Hyperbolic function (mapping into
the range −1.0 to 1.0) with the Extended Delta
Bar Delta (Ext DBD) training rule (Jacobs 1988;
Minai and Williams 1990) were utilized for net-
work training. More specifically, the DBD algo-
rithm is an attempt to address the speed of con-
vergence issue, via the heuristic route. By using
past values of the gradient, heuristics can be ap-
plied to infer the curvature of the local error
surface. With this type of information, intelli-
gent steps can be taken in the weight space using
a number of straightforward rules. Minai and
Williams (1990) recognized that the DBD algo-
rithm is an excellent technique for decreasing
the training time for ANN. A more detailed de-
scription of the Extended DBD network archi-
tecture can be found in Neural Computing
(2001). The Epoch value of the ANN was kept
stable and equal to 16 which is the default value
of the Neuralworks package.

The BPA is the most popular local algorithm
for adjusting the weights of a multilayer neural
network (Rummelhart et al. 1985). The BPA
uses the supervised training technique where the
network weight and biases are initialized ran-
domly at the beginning of the training phase. For
each given set of inputs to the ANN, the re-
sponse to each neuron in the output layer is cal-
culated and compared with the corresponding
desired output response. The errors produced are
adjusted in such a way that the errors in each
neuron are reduced. This process is performed
from the output to the input Layer (Hornik et. al.
1989). The random number seed was kept con-
stant before each training round and the training
coefficient ratio was kept at 1. The Delta Rule
Training is a type of training where weights are
modified in order to reduce the difference be-
tween the desired output and the actual output of

a PE. The Ext DBD is a heuristic technique that
has been successfully used in a number of ap-
plication areas and that uses termed momentum.
A term is added to the standard weight change,
which is proportional to the previous weight
change. In this way, good general trends are re-
inforced and oscillations are damped.

One of the problems of a gradient descent
algorithm is setting an appropriate training rate.
It is not advisable to change the weight in a
linear way and make the assumption that the
error surface is locally linear, where “locally” is
defined by the size of the training coefficient. At
point of high curvature, this linearity assumption
does not hold, and divergent behavior might oc-
cur near such points. It is therefore important to
keep the training coefficient low to avoid such
behavior. On the other hand, a small training
coefficient can lead to very slow training. The
concept of “term momentum” was introduced to
solve this dichotomy. The delta weight equation
is modified so that a portion of the previous delta
weight is fed through to the current delta weight.
This acts as a low-pass filter on the delta weight
terms, since general trends are reinforced
whereas oscillatory behavior cancels itself out.
This allows a low training coefficient but faster
training (Neural Computing 2001).

Some really important aspects that have to be
clarified initially are the amount of data re-
quired, the number of layers and neurons per
layer and the number of iterations performed, in
order to avoid problems like overfitting or over-
training (where the ANN memorizes more and
learns less). It is a fact that for fully connected
feed-forward networks (like the one developed
here) there are some general guidelines for de-
ciding how many neurons should be placed in
the hidden layer. The data volume and the num-
ber of hidden neurons depend primarily on the
nature of the data. More specifically, there are
two main categories of data, the physical and the
behavioral ones. For example, temperature, ther-
mal conductivity, and pressure are physical data.
ANN models of physical data need not be as
constrained as behavioral models and do not re-
quire so much data or equivalently they can use
more hidden neurons. This is certainly the case
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here, where the large number of hidden neurons
can solve the problem of the small training data
set (Neuralware 2001).

Various independent experiments were per-
formed in this study in order to find out if over-
training has been caused due to the large number
of iterations (200,000 times). Various indepen-
dent ANNs (having the same structure) were de-
veloped that learn using much smaller numbers
of iterations varying from 50,000 to 200,000. All
these attempts resulted in various ANNs with R2

always greater than 0.899, whereas the RMS er-
ror was always very low. These results can be
seen in Table 2, thus proving that the high R2

value and the low RMS error value are not pro-
portional to the number of iterations. For ex-
ample, in the 70,000 iterations, we have much
better R2 than the one with the 90,000 iterations.
Thus the ANN performance would still be very
high even if 50,000 or 70,000 cycles had been
used. It should be mentioned that the default
number of iterations is 50,000 for the Neural-
works package.

After formatting the ANN model, its topology
had to be decided and thereafter, several tests
were executed. Various ANN configurations
were trained performing 200,000 iterations each
time, using the same input data sets for all of
them. The instruments measures (R2 and RMS
Error values) associated with the different ANN
architectures that were applied in this phase are
presented in Table 3, in order to indicate the
superiority of the selected topology.

The selected ANN with the optimal perfor-
mance had an input layer consisting of three
processing elements (neurons) that correspond

to the three input variables, the hidden layer con-
sisted of three sub-layers and each sub-layer
consisted of eleven neurons, whereas the output
layer had only one neuron representing Kq. Fig-
ure 2 shows the architecture of the developed
ANN.

The optimal configuration was decided based
on minimizing the difference between the ANN
predicted values and the actual experimental
data. The ANN behaved very well, giving a
R2�0.9994 in the training phase. The RMS Er-
ror of the ANN had a very low value that was
equal to 0.0123. In the Confusion Matrix, all of
the cells are located in the diagonal from the
lower left to the upper right and also the CMC
coefficient of the desired and actual output is
0.9994. This means that the results of the ANN
and the experimental data are very close to each
other and there exists a very good agreement
between the predicted and the desired values of
thermal conductivity. It should be clarified that
if CMC was equal to 1 we would have a perfect
match.

Figure 3 is a graphical representation of the
instruments used in this project and it proves the
high performance of the ANN and its credibility
of prediction.

Table 1 lists (along with the experimental) the
calculated Kq values by the MacLean and Siau
equations and by the developed artificial neural
network, during the testing phase. It is very im-
portant that in the testing phase, R2 becomes

TABLE 2. The performance of the ANN for various num-
bers of iterations.

Number of
training cycles R2 RMS error

50,000 0.8997 0.0876
70,000 0.9976 0.0834
90,000 0.9722 0.0405

100,000 0.9761 0.0663
150,000 0.9966 0.0111
170,000 0.9996 0.0079
200,000 0.9994 0.0123

TABLE 3. Instruments values for various ANN architec-
tures tried in training phase with 200,000 iterations
performed.

Number of
hidden layers

Number of neurons
in each hidden layer R2 RMS error

1 6 0.9507 0.2092
1 10 0.9745 0.1215
1 11 0.9892 0.0678
1 15 0.9130 0.1289
2 6 0.98570 0.795
2 10 0.9822 0.0649
2 15 0.9557 0.1256
3 6 0.9842 0.1041
3 10 0.9871 0.0949
3 11 0.9994 0.0123
3 15 0.9970 0.0682
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equal to 0.9070, which means that the predicted
values by the ANN are very close to the actual
ones. It is clear from the table that the calculated

values by the three models, i.e., ANN, MacLean,
and Siau, did exhibit anticipated trends as re-
lated to the three independent variables tested.

FIG. 2. Architecture of the developed wood thermal conductivity artificial neural network.

FIG. 3. The values and shape of the performance evaluation instruments of the artificial neural network in the training phase.
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However, the deviation of the last two models
from the experimental values is quite apparent in
Table 1 and more pronounced in Fig. 4. In the
latter, only at low Kq values from the MacLean
and Siau models are close to the experimental
and ANN ones, whereas at Kq of about 0.15
W/m K and thereafter the former two equations
predictions spread out. However, the ANN pre-
dictions continue to remain close to the experi-
mental ones with minor deviation at experimen-
tal Kq values above 0.32 W/m K.

CONCLUSIONS

In this exploratory work, an original artificial
neural network is proposed that could be used in
predicting the thermal conductivity in wood as a
function of density, moisture content, and tem-
perature. The optimal network was determined
to consist of an input layer, three hidden layers,
and one output layer following the feed forward
network structure and more specifically the
back-propagation algorithm. Each of the three
hidden layers of the ANN consisted of eleven
neurons.

The development of the ANN was described
and its powerful predictive capacity was dem-
onstrated by comparing it to steady-state thermal
conductivity data for various wood species ob-
tained from the literature and calculated values
from two empirical equations. A Neuralworks

software package was used for the determination
of the ANN’s structure and architecture and for
the training and testing phase. In the training
phase the instruments of the software have pro-
duced a value of R2 equal to 0.9994 and the
RMS Error was equal to 0.0123, whereas in the
testing phase the R2 value remained still very
high and it was equal to 0.9070. The developed
ANN model has proven to be a reliable approach
towards the estimation of thermal conductivity
and it can be used by researchers under a wide
range of conditions.

It is well understood that this is a first major
step in exploring neural networks as possible
predictors of the thermo-physical wood proper-
ties. A need for further testing with a wider ex-
perimental database is paramount. More work
toward this objective is under way.

REFERENCES

AVRAMIDIS, S., AND L. ILIADIS. 2005. Wood-water sorption
isotherm prediction with artificial neural networks: a pre-
liminary study. Holzforschung 59(3):336–341.

BISHOP, M. C. 1994. Neural networks and their applications.
Rev. Sci. Instr. 64(6):1803–1831.

CAI, L., AND J. CHANG. 1995. Using FEM to analyse heat
transfer processes in wood. Holz Roh-Werkst. 53(3):
183–186.

CALLAN R. 1999. The essence of neural networks. Prentice
Hall, UK.

CHIA, L. H. L, P. H. CHUA, AND E. E. N. LEE. 1985. A pre-
liminary study on the thermal conductivity and flamma-
bility of WPC based on some tropical woods. Radiat.
Phys. Chem. 26(4):423–432.

GAUPE, D. 1997. Principles of artificial neural networks.
World Scientific, Singapore.

HENDRICKS, L. T. 1962. Thermal conductivity of wood as a
function of temperature and moisture contant. M.S. The-
sis, SUNY College of Forestry, Syracuse, NY.

HORNIK, K., M. STINCHOMBE, AND H. WHITE. 1989. Multi-
layer feed forward networks are universal approximators.
Neural Network 2:359–366.

JACOBS, R. A. 1988. Increased rates of convergence through
training rate adaption. Neural Networks 1:295–307.

KEEY, R. B., T. A. G. LANGRISH, AND J. C. F. WALKER. 2000.
Kiln-drying of lumber. Springer, New York, NY.

KHATTABI, A. AND P. STEINHAGEN. 1993. Analysis of tran-
sient nonlinear heat conduction in wood using finite-
difference solutions. Holz Roh-Werkst. 51(4):272–278.

KOUMOUTSAKOS, A., S. AVRAMIDIS, AND S. HATZIKIRIAKOS.
2003. Radio frequency vacuum drying Part III. Two-

FIG. 4. Comparison of the experimental to the calcu-
lated thermal conductivity data by the ANN (R2�0.9994)
and the two equations.

Avramidis and Iliadis—WOOD THERMAL ANN 689



dimensional model, optimization and validation. Drying
Technol. 21(8):1399–1410.

LEONDES, C. 1998. Fyzzy logic and expert systems applica-
tions. Academic Press, California.

MACLEAN, J. D. 1941. Thermal conductivity of wood. Heat-
ing, Piping and Air Conditioning, 13:380–391.

MAKU, T. 1954. Studies on the heat conduction in wood.
Wood Res. Bull. 13, Wood Res. Inst., Kyoto Univ., Kyo-
to, Japan.

MINAI, A. A., AND R. D. WILIAMS. 1990. Acceleration of
Back-Propagation through Training Rate and Momentum
Adaption. International Joint Conference on Neural Net-
works. Vol. I, pp. 676–679.

NEURAL COMPUTING. 2001. A technology handbook for neu-
ralworks professional II PLUS. Carnegie, PA.

NEURALWARE. 2001. Getting started. A tutorial for Neural-
works Professional II/PLUS. Carnegie, PA.

NEURALWORKS PROFESSIONAL II PLUS. 2001. Reference
Guide. Carnegie, PA.

PICTON P. 2000. Neural Networks. 2nd ed. Palgrave, New
York, NY.

RUMMELHART, D. E., G. E. HINTON, AND R. J. WILIAMS. 1985.
Training internal representations by error propagation.

Institute for Cognitive Science Report 8506, University
of California, San Diego, CA.

SHIDA, S. 1982. Studies on thermal insulation property of
wood based materials and wood frame wall. Ph.D. Dis-
sertation, University of Tokyo, Tokyo, Japan.

SIAU, J. F. 1970. A geometrical model for thermal conduc-
tivity. Wood Fiber, 1:302–307.

———. 1984. Transport processes in wood, Springer-
Verlag, New York, NY.

———. 1995. Wood: Influence of moisture on physical
properties. Department of Wood Science and Forest
Products, VPI&SU, Blacksburg, VA.

STEINHAGEN, P. 1977. Thermal conductive properties of
wood, green or dry, from −40° to +100°C: A literature
review. USDA. Forest Prod. Lab. General Technical Re-
port, FPL-9, Madison, WI.

SULEIMAN, B. M., B. LARFELDT, B. LECKNER, AND M. GUS-
TAVSSON. 1999. Thermal conductivity and diffusivity of
wood. Wood Sci. Technol. 33(6):465–473.

WAANGARD, F. F. 1943. The effect of wood structure upon
thermal conductivity. Trans. Am. Soc. Mech. Eng., 65:
127–135.

WOOD AND FIBER SCIENCE, OCTOBER 2005, V. 37(4)690


